


MaxiMuM LIKELIHOOD MULTIVARIATE NORMALS

Why

What of the generalization to a multivariate normal.

Result

Proposition 1. Let (z',...,2") be a dataset in R%. Let f be a multi-

variate normal density with mean

and covariance
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Then f is a maximum likelihood multivariate normal density.

Proof. We express the log likelihood
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Let P = Y71 The logdet ¥ is logdet P~! is log (det P)f1 is —logdet P.

Use matrix calculus to get
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We call these two objects the maximum likelihood mean or empiri-
cal mean and mazimum likelihood covariance or empirical covariance of
the dataset. We call the normal density with the empirical mean and

empirical covariance the empirical normal of the dataset.






